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ABSTRACT
Semantic segmentation is the basic task in computer vision. Recently many deep learning based methods greatly boosted the result of this task. However, there are some details that significantly matter the result of semantic segmentation but are ignored by most approaches. Our paper goes through the details about the image size choice setting, reducible convolution, and dealing with batch normalization in semantic segmentation. Our result reaches state of the art in Pascal VOC 2012 without any bells and whistles.

Index Terms— Semantic segmentation

1. INTRODUCTION
Image segmentation is an important task of current computer vision, which has been applied to many interesting fields: autonomous driving, medical imaging, to name a few. Convolutional Neural Network(CNN) has pushed the performance of computer vision systems from coarse-grained to fined-grained tasks: classification[1], detection[2] or localization, semantic and instance segmentation[3]. Most of them are designed as an end-to-end manner that delivers strikingly better result than those traditional hand-crafted feature-based methods.

Several years ago, the CNN is only used in the classification task which maps the input \( R^n \) to output \( R \). Nowadays, the most important fundamental deep learning techniques for image segmentation derives from the Fully Convolutional Network(FCN)[4], which mainly uses deconvolution to upsample the feature map to output a same size probability map. Recently, Liang-Chieh Chen et al. put forward a solid work named deeplab[5], it comes up with a new convolution method named Atrous Convolution that greatly enlarges the receptive field of the CNN framework. Conditional Random Field(CRF) is often deployed to smoothen the noisy segmentation map, which serves as a post-process procedure for image segmentation.

Batch Normalization[6] performs an important role in current deep learning field, which can solve the internal covariate shift, realize regularization and speed up the total training process. However, the mean, variance of each layer of the neural network are to a large extent determined by the batch size, which is subject to GPU memory. In this paper, we will discuss how to coordinate the batch size with image crop size to reach a better result.

On the other side, crop size is often neglected by many methods. Inappropriate crop size often leads to bad results. Even if a moderate crop size is chosen, there is also the “irreducible convolution problem”(we will introduce it in later section 2.3) in the fully convolution network. A practical solution on cropping is theoretically and quantitatively demonstrated.

Last but not least, there are many data augmentation methods in semantic segmentation such as horizontal flipping, image rotation, image resizing. In this work, it is shown that the nearest neighbor resizing is better than bilinear resizing via quantitatively analysis. Some underlying explanations about it are also given.

Improvements of our basic network architecture are introduced in Section 2. Details of our ablation study and our state of the art result in Pascal VOC 2012 dataset is demonstrated in Section 3 followed by conclusion and future work in Section 4.

2. METHOD

2.1. Network structure
Our network architecture is based on deeplabv1[5], as indicated in Fig 1. Our basic model is resnet101[7] with conv3.x all equipped with dilation = 2 convolution to enlarge receptive field and keep the feature map size in conv4.x the same with the conv3.x. After the residual part, we upsample our feature map by 16 times and generate the final prediction score map. Our loss is typical multi cross entropy loss.

2.2. Image Resizing Augmentation
The general resize strategy is bilinear resizing for image and Nearest Neighbor(NN)[8] resizing for ground truth label. In this paper, we find that nearest neighbor resizing for image has a better effect than the bilinear resizing.

Nearest Neighbor(NN) is the simplest and fastest implementation of image resize technique. Unlike NN, other
complex variation of scaling algorithms like bilinear, bicubic, spline and sinc uses interpolation of neighboring pixels, resulting in smoother image.

The principle of image scaling is to have a reference image and using this image as the base to construct a new scaled image. The constructed image will be smaller, larger, or equal in size depending on the scaling ratio. When enlarging an image, we are actually introducing empty spaces in the original base picture. From the Fig 2, an image with dimension (w1 = 4, h1 = 4) is to be enlarged to (w2 = 8, h2 = 8). The black pixels represent empty spaces where interpolation is needed. The NN and bilinear interpolation results are shown afterwards.

The image gradient, which can be detected by traditional edge detectors like canny, has a high degree of coincidence with the semantic contour. The bilinear interpolation smooths the image gradient, which inevitably blurs semantic contours and reduces the accuracy of pixels on the edges. While NN keeps the semantic contour salient and steady.

2.3. Reducible Convolution

The task of semantic segmentation can be interpreted as two parts: (1). pixel classification, which outputs a pixel-level classification probability map. (2). pixel localization. The pixels of the same semantic should be aligned suitably in the final prediction score map. We find that Reducible Convolution is beneficial to the semantic localization.

In Convolution Neural Network, we often proceed downsampling based on stride=2 pooling or stride=2 convolution for the following reasons: (1). To enlarge the receptive field of the deeper neural units. (2). To reduce the GPU memory occupation so that we could have a larger batch size for a better optimization result and a better statistics of Batch Normalization (BN).

Our network have an output_stride=16 which means that it proceeds downsampling for 4 times via convolution. As the convention of Convolution operation, the kernel size is often odd which is more convenient for alignment. Except this, we find that when output_stride=16, one uses inputs with spatial dimensions that fits $16k + 1, k \in \{0, 1, 2, \ldots \}$. We use the term Reducible Convolution as a shorthand for this criterion. In this case the feature maps at the output will have spatial shape $[\frac{\text{height} - 1}{\text{output\_stride}} + 1, \frac{\text{width} - 1}{\text{output\_stride}} + 1]$ with corners exactly aligned to the input image corners, which greatly facilitates alignment of the features to image. In our later ablation study we find that this can bring considerable improvement for semantic localization.

2.4. Batch Normalization

Batch Normalization is an important method in computer vision. The detail framework of BN is in Algorithm 1. The parameters $\beta, \gamma$ are learned via back propagation while the $\mu_B, \sigma_B^2$ are calculated from the batch of feature map. The data source dissimilarity and GPU memory limitation significantly hinders the parameter learning and population statistics stability in BN.

In the task of semantic segmentation, we often use ImageNet pretrained model for fine tuning, which is time-and-resource-consuming. When the segmentation source owns the same distribution as the ImageNet data source, we should cherish the weights learned from ImageNet which is a million-level dataset.

3. EXPERIMENT

We carry out experiments on the PASCAL VOC 2012 segmentation dataset, which contains 20 object categories and one background class. Following the procedure of [13],
we use augmented data with the annotation of [11] resulting 10,582, 1,449 and 1,456 images for training, validation and testing.

To validate the batch normalization effect on different dataset, we also proceed some experiments on the CamVid road scenes dataset[14]. This dataset is small, consisting of 367 training and 233 testing RGB images (day and dusk scenes) at 360 × 480 resolution. The challenge is to segment 11 classes such as road, building, cars, pedestrians, signs, poles, side-walk etc.

### 3.1. Training

The ablation study experiments are conducted on single GPU Titan X Pascal. The code is written in Mxnet framework[15]. We use the SGD[16] optimizer with weight decaying parameter : 5 e − 5. Learning rate is initialized to 1e − 3 and halved when the objective is stuck in some plateau. For Pascal VOC 2012 and Camvid, we respectively iterate 50K and 10K times.

In the experiment, we proceed some basic ablation studies on the Pascal VOC12 and Camvid dataset. Table 1 shows the result of Pascal VOC12 and Camvid dataset. We both resize the image by a ratio of 0.7 to 1.5, after the resizing, a 473 × 473 random crop is applied to generate the input.

### 3.2. Ablation Study

In the following part, we will show some ablation study results on the crop size, reducible convolution, batch normalization. As convention, we use mean IoU, mean accuracy mean acc., pixel accuracy pixel acc. as the main metric for ablation study.

#### 3.2.1. Coordinate crop size with batch size

As indicated in Table 1 when crop size is 321 × 321, the batch size is larger, the mIoU is higher. Another interesting fact is that when we set the crop size as 473 × 473, the max batch size can only be 11 as the limit of GPU memory. The result is better than the result of crop size=321.

Since that the larger crop size can bring larger receptive field for semantic segmentation. Meanwhile, the batch size will drop down due to GPU memory, which will influence the SGD optimization. Therefore, we don’t try crop sizes larger than 473.

### 3.2.2. Reducible Convolution

From the result in Table 2, when the architecture is reducible convolution, the result is often higher than the non-reducible convolution in both cases of crop size 321 and 473. We carry the experiment both on Camvid and Pascal VOC12 dataset to eliminate the dataset influence.

The cause of gain on reducible convolution is that the reducible convolution greatly facilitates the alignment of the feature map in the neural network and finally improves the semantic localization ability.

#### 3.2.3. Nearest Neighbor Resizing

In the experiment, we proceed some basic ablation studies between Nearest Neighbor resizing(NN) and bilinear resizing(bilinear) as Table 4. Our experiment is based on Pascal VOC12 and Camvid dataset. We both resize the image by a ratio of 0.7 to 1.5, after the resizing, a 473 × 473 random crop is applied to generate the input.

From the result, we can see nearest neighbor can bring 1% mIoU gain in both Pascal VOC12 and Camvid. For this phenomenon, we argue that we should not imagine the neural network’s perception ability as human being, even though the bilinear resized image is more acceptable for human being, the neural network may process the nearest neighbor resized image better since its jaggy property is more favorable to the classification of the neural network.

#### 3.2.4. batch normalization strategy

We explore different strategies on Pascal VOC12 and Camvid dataset. As we mentioned before, our network is fine-tuned.
Table 3. Test result on Pascal VOC12 dataset (Asterisk (*) denotes the algorithms that also use Microsoft COCO for training.)

<table>
<thead>
<tr>
<th>Method</th>
<th>bkg</th>
<th>cro</th>
<th>ldr</th>
<th>lnd</th>
<th>hse</th>
<th>hse</th>
<th>ltt</th>
<th>cat</th>
<th>cat</th>
<th>chick</th>
<th>cow</th>
<th>dog</th>
<th>mbk</th>
<th>person</th>
<th>plant</th>
<th>sheep</th>
<th>sofa</th>
<th>train</th>
<th>tv</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypercolumn</td>
<td>88.9</td>
<td>68.4</td>
<td>27.2</td>
<td>68.2</td>
<td>47.6</td>
<td>61.7</td>
<td>76.9</td>
<td>72.1</td>
<td>71.1</td>
<td>24.3</td>
<td>59.4</td>
<td>73.5</td>
<td>70.6</td>
<td>52.0</td>
<td>63.0</td>
<td>38.1</td>
<td>60.0</td>
<td>54.1</td>
<td>59.2</td>
<td></td>
</tr>
<tr>
<td>FCN8s</td>
<td>91.2</td>
<td>76.8</td>
<td>34.2</td>
<td>68.9</td>
<td>49.4</td>
<td>60.3</td>
<td>75.3</td>
<td>74.7</td>
<td>77.6</td>
<td>21.4</td>
<td>62.5</td>
<td>46.8</td>
<td>71.6</td>
<td>63.9</td>
<td>76.5</td>
<td>45.2</td>
<td>72.4</td>
<td>37.4</td>
<td>62.2</td>
<td></td>
</tr>
<tr>
<td>Deconvnet</td>
<td>92.7</td>
<td>85.9</td>
<td>42.6</td>
<td>78.9</td>
<td>62.5</td>
<td>66.6</td>
<td>87.4</td>
<td>77.8</td>
<td>79.5</td>
<td>26.3</td>
<td>73.4</td>
<td>60.2</td>
<td>70.8</td>
<td>76.5</td>
<td>77.7</td>
<td>58.2</td>
<td>77.4</td>
<td>52.9</td>
<td>69.6</td>
<td></td>
</tr>
<tr>
<td>Deeplabv1-CRF</td>
<td>93.1</td>
<td>84.4</td>
<td>54.5</td>
<td>81.5</td>
<td>63.6</td>
<td>65.9</td>
<td>85.1</td>
<td>79.1</td>
<td>83.4</td>
<td>30.7</td>
<td>74.1</td>
<td>59.8</td>
<td>79.0</td>
<td>76.1</td>
<td>83.2</td>
<td>59.7</td>
<td>82.2</td>
<td>50.4</td>
<td>71.6</td>
<td></td>
</tr>
<tr>
<td>* BoxSup</td>
<td>93.6</td>
<td>86.4</td>
<td>35.5</td>
<td>79.7</td>
<td>65.2</td>
<td>65.2</td>
<td>84.3</td>
<td>78.5</td>
<td>83.7</td>
<td>31.5</td>
<td>76.2</td>
<td>62.6</td>
<td>79.3</td>
<td>76.1</td>
<td>82.1</td>
<td>57.0</td>
<td>78.2</td>
<td>55.0</td>
<td>71.0</td>
<td></td>
</tr>
<tr>
<td>Our method</td>
<td>94.0</td>
<td>86.4</td>
<td>40.9</td>
<td>84.3</td>
<td>60.9</td>
<td>70.7</td>
<td>89.6</td>
<td>84.9</td>
<td>86.9</td>
<td>35.5</td>
<td>80.1</td>
<td>62.6</td>
<td>79.3</td>
<td>79.9</td>
<td>85.5</td>
<td>57.0</td>
<td>81.9</td>
<td>68.1</td>
<td>73.8</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. nearest neighbor resizing in the validation result of Pascal VOC12 dataset

<table>
<thead>
<tr>
<th>Dataset</th>
<th>method</th>
<th>mean IoU</th>
<th>mean acc.</th>
<th>pixel acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>VOC12</td>
<td>bilinear</td>
<td>70.05</td>
<td>79.99</td>
<td>93.36</td>
</tr>
<tr>
<td></td>
<td>NN</td>
<td>71.21</td>
<td>80.50</td>
<td>93.57</td>
</tr>
<tr>
<td>Camvid</td>
<td>bilinear</td>
<td>64.16</td>
<td>72.86</td>
<td>92.24</td>
</tr>
<tr>
<td></td>
<td>NN</td>
<td>65.27</td>
<td>74.24</td>
<td>92.27</td>
</tr>
</tbody>
</table>

Table 5. BN strategy difference in validation result of Pascal VOC12 and Camvid dataset

<table>
<thead>
<tr>
<th>Dataset</th>
<th>method</th>
<th>mean IoU</th>
<th>mean acc.</th>
<th>pixel acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pascal</td>
<td>free</td>
<td>70.05</td>
<td>79.99</td>
<td>93.36</td>
</tr>
<tr>
<td>VOC12</td>
<td>fix β,γ</td>
<td>71.10</td>
<td>80.86</td>
<td>93.50</td>
</tr>
<tr>
<td></td>
<td>fix all</td>
<td>71.30</td>
<td>80.62</td>
<td>93.57</td>
</tr>
<tr>
<td>Camvid</td>
<td>free</td>
<td>64.16</td>
<td>72.86</td>
<td>92.24</td>
</tr>
<tr>
<td></td>
<td>fix β,γ</td>
<td>63.99</td>
<td>72.66</td>
<td>92.11</td>
</tr>
<tr>
<td></td>
<td>fix all</td>
<td>59.2</td>
<td>68.98</td>
<td>91.09</td>
</tr>
</tbody>
</table>

3.3. Result

In our ablation study, a new model is introduced and the state of art performance in test result of Pascal VOC12 dataset is indicated in Table 3. Based on our improvements, we also apply multi gpu training for our final model, which greatly stabilizes the optimization and BN statistics via moving average. Compared with model deeplabv1-CRF, our result can obtain 2.27% mIoU gain. Please notice that deeplab-v1 baseline has a CRF post-processing while our result doesn’t. But still we can reach a competitive result.

Some of our test evaluation results are shown in Fig 3.

(a) Camvid Evaluation Result

(b) Pascal VOC12 Evaluation Result

Fig. 3. Evaluation Result

4. CONCLUSION

In this paper, we try some improvements in semantic segmentation including crop size choice, reducible convolution, batch normalization freeze choice and nearest neighbor resizing augmentation. Based on our improvements on those devil details and under the same architecture our work favorably compares with the state of the art.

In our future work, we will try to address the large GPU occupation of batch normalization and the stability and generalization of the batch normalization.
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